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Abstract—This project evaluates the one-shot learning capa-
bilities of BERT-based pre-trained models, including SpanBERT
and RoBERTa variants, in question-answering tasks. The models
were tested using ten plot-related questions related to Sir Arthur
Conan Doyle’s Sherlock Holmes series, requiring them to extract
relevant answers from the narrative texts. Text chunking was
employed to split the narratives into manageable sections that fit
the models’ input size limitations to handle the long contexts of
the stories. Parallel processing pipelines and GPU acceleration
optimize computational efficiency and reduce execution time.
Models fine-tuned for question answering, such as RoBERTa-
SQuAD2.0, were observed to handle the complexity of narrative
contexts more effectively compared to general-purpose models
like BERT-base and BERT-large. The study highlights how differ-
ent BERT models handle question-answering tasks by evaluating
different models’ performances.

Index Terms—BERT models, Plot Analysis, Performance Com-
parison, Natural Language Processing,

I. INTRODUCTION

Models such as BERT (Bidirectional Encoder Representa-
tions from Transformers), developed by Google, are trained
to understand and handle context-sensitive language, making
them well-suited for task answering and particularly effec-
tive in analyzing complex plots. BERT is a self-supervised
language model trained on a large corpus of English text to
perform masked language modeling (MLM) and next-sentence
prediction (NSP) [1]. In MLM, the model randomly masks
15% of the words in the given sentence and then predicts the
masked words, learning the bidirectional representations of the
sentence. NSP involves concatenating two masked sentences
and training the model to determine if they follow a sequential
order. These two objectives help the model learn relevant
language features that other models might miss. However, the
original BERT model contains a huge number of parameters,
making it computationally expensive to train and run.

In this project, we compared and analyzed the performance
of various BERT-based models in the context of one-shot
learning rather than fine-tuning. One-shot learning refers to a
process where a model learns to recognize new data with min-
imal examples during training [2]. Traditional deep learning
models typically require large training datasets, but one-shot
learning explores the possibility of down-scaling the amount
of data needed. Specifically, we evaluated the models using
a set of 10 plot-related questions regarding Sir Arthur Conan
Doyle’s Sherlock Holmes series. We assessed each model’s
ability to provide correct and coherent answers by comparing

their responses to the correct answers which we found from
actually reading the book. Then, we analyzed how each model
leverages its pre-training strategies to handle complex narrative
contexts.

II. RELATED WORK

A. Text Chunking for Contextual Analysis

Handling long contexts is another critical study area for
transformer-based models, as their fixed input size frequently
limits their applicability to long texts. Lin et al. investigated
chunking and sliding window approaches for splitting long
documents into digestible chunks while maintaining semantic
integrity, which is especially useful for processing prolonged
narratives [3]. Sparse attention methods, applied in models
such as Longformer and BigBird, increase transformer input
capacity by selectively paying to relevant areas of the text,
allowing for efficient processing of large documents [4], [5].
These strategies are vital for narrative-driven QA assignments
that require understanding story progression and character
interactions across multiple situations.

Also, Studies show that chunking texts allows models to
focus on meaningful sections, particularly when dealing with
long documents that exceed the token limitations of models
like BERT. For instance, J. Devlin et al. demonstrated that
splitting data into smaller segments preserves semantic in-
tegrity [1]. They argued that BERT’s bidirectional pre-training,
which looks at the context from both the left and right of a
word, significantly improves performance on NLP tasks. The
paper also highlighted the importance of chunking long texts
into smaller sections to fit within model token constraints,
ensuring that semantic integrity is maintained [1]. This paper
is relevant to our project as it addresses the challenge of
processing long texts, such as those in Sir Arthur Conan
Doyle’s works. By chunking these texts, we ensure they can
be fed into different BERT models without losing context,
improving text analysis.

B. Advancements in Pre-trained Language Models

Natural language processing (NLP) has greatly benefited
from pre-trained language models, which allow models to
perform very well on a variety of tasks, such as query response
and contextual language understanding. These models take
advantage of large-scale training on varied datasets, allowing



them to generalize successfully. However, continuous improve-
ments in this area have been fueled by constraints in efficiency,
computation demands, and context handling.

For the study, we used three different versions of pre-trained
BERT models: basic BERT, RoBERTa (Robustly Optimized
BERT Pretraining Approach), and SpanBERT (Span-based
BERT). RoBERTa is an optimization of BERT that improves
its performance by modifying the pretraining process. Span-
BERT, another pretraining approach, focuses on learning better
representations of text by predicting spans of text, rather
than just individual tokens. According to Liu et al, BERT is
shown to be significantly undertrained, and hence, RoBERTa
and SpanBERT were proposed to address inefficiencies in
model training and inference while ensuring that these models
remain small enough to be accessible to those with limited
computational resources [6], [7]. RoBERTa improves on the
base BERT model by training on more data, using larger
batch sizes, and longer sequences, while removing the NSP
objective. It also dynamically changes the applied pattern to
the masked sentence prediction (MSP) objective. SpanBERT
differs from RoBERTa in that, after fine-tuning the base
BERT model, it introduces a new training objective, the span-
boundary objective (SBO), which trains the model to predict
entire masked spans of text based on the context of the tokens
at the boundary.

C. One-Shot Learning in NLP

One-shot learning has drawn a lot of interest as a possible
remedy for challenges with little labeled data. Prompt-based
learning was developed by Schick and Schütze, who showed
that performance in one-shot and few-shot scenarios could be
greatly improved by matching input forms with pre-training
goals [8]. Meta-learning frameworks, as researched by Yin et
al., have also shown promise in equipping models with the
ability to adapt fast to new tasks with minimum examples,
providing a valuable method for low-resource applications [9].
But it’s also unclear if pre-trained models can generalize well
without task-specific fine-tuning, especially in intricate fields
like narrative QA.

III. METHODS

A. Data Preparation and Data Engineering

We used three Sherlock Holmes novels from Project Guten-
berg as our data source: The Hound of Baskervilles, The
Valley of Fear, and A Study in Scarlet [10]–[12]. The text
was fetched directly from each book’s Project Gutenberg link.
Using the headers and footer of a fetched book, we identified
the beginning and the end and removed the unnecessary spaces
and newline characters to make sure the text only contains the
contents from the book.

Models like BERT have a maximum input restriction, mean-
ing that if the input text is long, processing it is necessary so
that BERT can handle it well. We wanted to improve work
efficiency by removing unnecessary stopwords from the text.
This work is done by simply referring to NLTK’s stopwords.

After removing stopwords, the text has been chunked based
on 512 words.

We used the pipeline function provided by the Hugging
Face for the efficiency of the work. The pipeline can load the
specific BERT model and configure it for specific tasks using
pre-processing model inputs, such as a tokenizer or processor.
By using this function, we could simplify complex tasks such
as tokenization and model configuration. In addition, using
the Question-Answering pipeline, each BERT model found the
best answer by outputting answers and trust scores from given
questions and input text. Among all answers, the answer with
the best trust score is selected and given as the model’s final
output. In addition, by setting up the device to the GPU of
Google Colab, it was able to secure a big advantage in run
time.

B. Questions

To evaluate our model, we came up with the following 10
questions:

1) Who supports Sherlock Holmes on the investigation?
2) Who is the victim?
3) Who killed the victim?
4) Where does the murder take place?
5) What is the murder weapon?
6) When does Sherlock Holmes begin to unravel the details

that lead to solving the murder?
7) How does Sherlock find the murderer?
8) What is the motive for the murder?
9) What is the evidence that led Sherlock Holmes to the

murderer?
10) What is the plot twist of the story?
Using these questions, we tested how well each model can

find answers to different levels of questions from the text.
The first question is a low-level question that can be answered
easily to see if the model is working since it is very obvious
that Dr. Watson supports Sherlock Holmes in the investigation
as well as Lestrade in the Sherlock Holmes series. Questions 2
through 5 are also the questions that can be found fairly easily
from the texts although some of the texts that we used included
a major plot twist at the end of the book. Questions 6 through
10 are high-level questions to see if a model can answer a hard
complex question such as which part Holmes was able to start
getting hints about the murderer or what led him to the truth.
Through different levels of questions, we wanted to analyze
how each model answers the literal questions that use basic
facts to deeper questions that require analyzing the characters,
plot, and setting.

C. Pretrained Language Models

To compare the performance of the BERT models, we used
total of eight different versions of BERT-based models: two
versions from basic BERT, two versions of SpanBERT, and
four versions of RoBERTa.

First, we use basic BERT models. The bert-base-uncased is
designed to be used for mask language modeling or the next
sentence prediction and aims to fine-tune the task of making



a decision such as question and answer with 110M param-
eters [1]. The bert-large-cased model has a similar function
to the bert-base-uncased but consists of more parameters of
336M [13]. By observing the performance of this basic model,
we wanted to use it as an indicator to observe the performance
difference with other improved models.

SpanBERT is designed to better represent and predict spans
of text. SpanBERT builds on BERT by masking random
contiguous spans of text instead of individual tokens. It trains
the representations at the span boundaries to predict the full
content of the masked span, rather than focusing on individual
token representations. This approach enhances performance on
span-based tasks, such as question answering [7]. Spanbert-
base-cased has 110M parameters, while spanbert-large-cased
has 340M parameters. Since SpanBERT is a model that is
more optimized for text processing than the basic BERT
model, we expected that it would show better performance.

RoBERTa improved the model’s performance by adjusting
BERT’s hyperparameters and the impact of training data
size [6]. The roberta-base-squad2 fine-tunes the roberta-base
model, which is pre-trained on 11,038 unpublished books,
English Wikipedia, and 63M English newspaper articles,
using the Stanford Question Answering Dataset (SQuAD).
The model has 124M parameters and is trained on question-
answer pairs containing unanswerable questions for extractive
question-answering tasks. The roberta-large-squad2 functions
similarly to roberta-base-squad2, but has a parameter of
354M. We decided to use this model, expecting that it would
produce the best results if we used a model optimized for
question answering through various books and datasets. We
also researched whether there are any significant differences
in performance using tinyroberta-squad2 and roberta-base-
squad2-distilled which are distilled versions of the previous
two models, roberta-base-squad2 and roberta-large-squad2 re-
spectively.

We input texts and questions into eight different BERT-
based models to analyze their execution speed and perfor-
mance based on the answers they produce. To handle the large
number of questions efficiently, we used a ThreadPoolExecutor
to process multiple questions in parallel. This approach signif-
icantly reduces the overall execution time while maintaining
the ability to evaluate each model’s accuracy and efficiency
effectively.

D. Challenges

Because it is best to run all the models together to compare
their performance, it was necessary to build an execution
environment optimized for all models. Since we were running
many models, we also had to consider the execution time. We
were able to dramatically reduce the code execution time by
using the pipeline function to run the models on the GPU on
Google Colab.

To compare the performance of the BERT models, we
provided the minimum data processing necessary for the
BERT model to accept the text well and configured each model
in a form optimized for Q&A through the pipeline. For this,

we needed to understand the execution structure of each BERT
model.

Furthermore, it was important to develop questions at var-
ious levels to check each model’s Q&A ability and find the
correct answers. We needed to know the plot of each book to
some extent to understand the possible impact of the difficulty
of each plot and compare the accuracy of the models, so we
spent a great deal of time understanding the books’ contents.

IV. EXPERIMENTS

A. Result

Using pipeline, we were able to generate CSV files that
contains answer from all questions and run times for each
model. In Figure 7, 8, and 9, we can observe that the BERT
models provide strings of nonsensical responses, some answers
repeating for some of the questions, for all three books. We
can also observe that the SpanBERT models do something
similar with BERT, however, it generates a varying length
sequence of words depending on the books. Finally, we can
observe that RoBERTa models give the most succinct answers
that are contextually relevant to the questions asked. However,
RoBERTa also struggles with the more complex questions just
like the other models.

In Fig. 10, the models with negligible run times generate
the most sensical answers out of all the models. This is due to
models following different training objectives in comparison
to the original BERT models. Since NSP is removed from
approaches in SpanBERT and RoBERTa, it is fair to assume
that it is one of the factors that contribute to these long
inference times of BERT, along with undertraining.

B. Analysis

To analyze the generated answers, we created an answer
key for each question corresponding to each book. Then, we
checked if the answer of the model matches the answer key. If
it matches, we put 1 on the spreadsheet and 0 for the ones that
did not match. After creating 3 CSV files for each book, we
generated graphs of frequencies of 1s, representing how many
questions each model answered correctly. Then, we turned
it into a graph that shows the number of questions correct
for each model as Figure 1, 3, and 5. We also graphed the
frequency of correct answers for each question to see how the
accuracy changes for different levels of questions.

C. Model Accuracy

Overall, RoBERTa performed very well compared to the
other two models. The maximum number of answers that a
model guessed right was 3 out of a total of 10 questions.
Most of the correct answers were found on the lower-level
questions from 1 through 5, as shown in Figure 2, 4, and 6.

In both A Study in Scarlet and The Hound of Baskervilles
(Figure 1 and 3), only RoBERTa was able to give some correct
answers, finding the victim and murderer from the given
text. Particularly in A Study in Scarlet, RoBERTa correctly
identifies Lestrade as Holme’s one of the supports. A Study
in Scarlet was the first book that introduced Lestrade in the



Fig. 1. Plot Analysis Accuracy of Bert Models: A Study in Scarlet

Fig. 2. Correct Answer Frequency of Models per Question: A Study in Scarlet

Sherlock Holmes series, and he relied on Holmes to solve the
case, being cooperative. This indicates that the RoBERTa was
able to identify that one of the key characters Lestrade was a
person who supported Holmes during the investigation.

The Valley of Fear had the worst performance, yet the
most interesting. The reason behind this is because, at the
end of the book, it turns out that the victim and murderer
are switched and the person who was known as the victim,
John Douglas, was a fake identification. Therefore, there was
a big plot twist. Furthermore, after Sherlock found out about
the real identification of the body and who killed it, the
murderer was killed by someone, who is believed to be James
Moriarty. Switched identification of the victim and murderer
and the death of the murderer is very confusing, making it
harder to answer the question correctly. roberta-base-squad2
and roberta-large-squad2 answered that John Douglas or Birdy
Edwards is the victim, but since he was the main murderer that
Sherlock was chasing, we considered it as the wrong answer.
Another interesting result is that roberta-large-squad2 gave a
correct answer to question 10, which is one of the higher-
level questions asking about the plot twist. The model gave

Fig. 3. Plot Analysis Accuracy of Bert Models: The Hound of Baskervilles

Fig. 4. Correct Answer Frequency of Models per Question: The Hound of
Baskervilles

the name of the real identity of the murderer as the answer to
the question asking about the plot twist.

Overall, bert-base-uncased model tends to give the same
word to all questions. Bert-large-cased model answers in a
list of words. Both Bert models were not able to find correct
answers, due to undertraining. RoBERTa models are good at
answering lower-level questions. RoBERTa has the best per-
formance since it is trained with a dataset of questions. Among
4 different versions of RoBERTa models, roberta-large-squad2
worked the best because it has the most parameters out of
all RoBERTa models. SpanBERT models give answers in
sentences with punctuations, which might be due to the fact
that it does span masking, trying to predict the words that are
in the mask.

V. CONCLUSION

To conclude, RoBERTa proved to be the most effective
model for the question-answering task, surpassing both BERT
and SpanBERT in terms of delivering accurate and contextu-
ally relevant responses. Its advanced pre-training methodology,
which incorporates dynamic masking and utilizes larger-scale



Fig. 5. Plot Analysis Accuracy of Bert Models: The Valley of Fear

Fig. 6. Correct Answer Frequency of Models per Question: The Valley of
Fear

datasets specifically targetting question-answering, played a
crucial role in enhancing its performance. RoBERTa’s strength
in managing complex, context-dependent queries along with
huge parameters made it especially well-suited for analyzing
the intricate texts of Sir Arthur Conan Doyle’s works, having
the best performance in one-shot analysis among all models
that we examined.

A. Future Work

For future work, we would like to try different ways of
tokenization methods to see if they impact performance. We
assume that the performance will not drastically change since
all models we used already use different fine-tuning and
tokenization methods of their own for specific tasks. We also
want to examine different types of BERT models such as
DistilBERT which is another BERT model that also has a
version trained for question-answering.
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VI. APPENDIX

Please see the next two pages for model responses (Figs. 7,
8, 9) and model inference times figure (Fig. 10 for each book
given.



Fig. 7. Model responses for A Study in Scarlet

Fig. 8. Model responses for The Hound of Baskervilles

Fig. 9. Model responses for The Valley of Fear



Fig. 10. Inference run times for each model to generate an answer to ten questions. No times are shown for five models due to negligible run times. For all
three books, the models have similar run times. See Figs. 7, 8, and 9.


